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Anonymity Resources

@ Free Haven project (anon us distributed data storage) has an
excellent anonymity bibliography

4 Many anonymity systems in various stages of deployment

* Mixminion

* Mixmaster

* Anonymizer

« Zero-Knowledge Systems

@ Cypherpunks

« Assorted rants on crypto-anarchy

Crowds [Reiter,Rubin '98]

@ sender

@ Routers form a random path when establishing connection
« In onion routing, random path is chosen in advance by sender

@ After receiving a message, honest router flips a biased coin
e With probability P randomly selects next router and forwards msg
e With probability 1-P; sends directly to the recipient

Overview

@ Crowds redux

@ Probabilistic model checking
e PRISM
¢ PCTL logic
¢ Analyzing Crowds with PRISM
@ Probabilistic contract signing (first part)
¢ Rabin’s beacon protocol

First Workshop on
cm;:l:&'s paper Privacy-Enhancing Technologies
on

Probabilistic Notions of Anonymity

@ Beyond suspicion

» The observed source of the message is no more
likely to be the true sender than anybody else
@ Probable innocence

» Probability that the observed source of the message
is the true sender is less than 50%

Guaranteed by Crowds if there are
sufficiently many honest routers:

@®Possible innocence  REEEATECRUORCTTES)

» Non-trivial probability that the observed source of
the message is not the true sender




A Couple of Issues

@ Is probable innocence enough?

FROFRG - B

Maybe Ok for “plausible deniability”

@ Multiple-paths vulnerability

» Can attacker relate multiple paths from same sender?
— E.g., browsing the same website at the same time of day

» Each new path gives attacker a new observation

¢ Can't keep paths static since members join and leave

e-Time Markov Chains

(SI SOI Tl L)

@ S is a finite set of states

@5, S is an initial state

@ 7:5xS-[0,1] is the transition relation
°Vs,s'’€S X, T(s,s")=1

@ L is a labeling function

PRISM

[Kwiatkowska et al., U. of Birmingham]

@ Probabilistic model checker
@ System specified as a Markov chain
e Parties are finite-state machines w/ local variables

e State transitions are associated with probabilities
— Can also have nondeterminism (Markov decision processes)
¢ All parameters must be finite

@ Correctness condition specified as PCTL formula

@ Computes probabilities for each reachable state
— Enumerates reachable states
— Solves system of linear equations to find probabilities

Probabilistic Model Checking

@ Participants are finite-state machines
* Same as Murg
@ State transitions are probabilistic
* Transitions in Mure are nondeterministic
# Standard intruder model

* Same as Murg: model cryptography with
abstract data types

@ Mure question:
o [s bad state reachable?

@ Probabilistic model checking question:
o What's the probability of reaching bad state?

kov Chain: Simple Example
Probabilities of outgoing

transitions sum up to 1.0
for every state

« Probability of reaching E from s, is 0.2.0.5+0.8.0.1.0.5=0.14

¢ The chain has infinite paths if state graph has loops
— Need to solve a system of linear equations to compute probabilities

PRISM Syntax

module Simple
state: [1..5] init 1;
[l state=1 -> 0.8: state’=2 + 0.2: state’=3;
[1 state=2 -> 0.1: state’=3 + 0.9: state’=4;
[1 state=3 -> 0.5: state’=4 + 0.5: state’=5;

dmodul
endmodule IF state=3 THEN with prob. 50% assign 4 to state,
with prob. 50% assign 5 to state




Modeling Crowds with PRISM

@ Model probabilistic path construction

@ Each state of the model corresponds to a
particular stage of path construction
« 1 router chosen, 2 routers chosen, ...

@ Three probabilistic transitions

» Honest router chooses next router with probability py,
terminates the path with probability 1-p;

» Next router is probabilistically chosen from N candidates
e Chosen router is hostile with certain probability

@ Run path construction protocol several times and
look at accumulated observations of the intruder

PRISM: Intruder Model

module crowds
// Record the apparent sender and deliver
[1 (badObserve & appSender=0) ->
(observe0’=observe0+1l) & (deliver’=true);
// Record the apparent sender and deliver
[l (badObserve & appSender=15) ->
(observel5’ =observel5+1l) & (deliver’=true);
endmodule
e For each observed path, bad routers record apparent sender
» Bad routers collaborate, so treat them as a single attacker
 No cryptography, only probabilistic inference

PCTL Syntax

€ State formulas
« First-order propositions over a single state
Oiu=True|a|®AD | OV O|—D [P, [¥]
Predicate over state variables Path formula holds
€ Path formulas
o Properties of chains of states

=X |dU*d | dUD

State formula holds for First state formula holds for every state
every state in the chain in the chain until second becomes true

PRISM: Path Construction in Crowds

module crowds Next router is corrupt with certain probability

// N = total #/of routers, C = # of corrupt routers
// badC = C/Nf goodC = 1l-badC
(good’=true) & (revealAppSender’=true) +

(badObserve’=true) ;

// Forward with probability PF, else deliver

[1 (good & !deliver) ->
(pIndex’=pIndex+l) & (forward’=true) +
‘<eliver’=true) H

endmodule Route with probability PF, else deliver

PCTL Logic

[Hansson, Jonsson ‘94]

@ Probabilistic Computation Tree Logic

€ Used for reasoning about probabilistic temporal
properties of probabilistic finite state spaces

@ Can express properties of the form “under any
scheduling of processes, the probability that event
E occurs is at least p”

e By contrast, Mure can express only properties of the
form “does event E ever occur?”

PCTL: State Formulas

@ A state formula is a first-order state predicate
o Just like non-probabilistic logic

True

(y>1) | (x=1)




PCTL: Path Formulas PCTL: Probabilistic State Formulas

€ A path formula is a temporal property of a @ Specify that a certain predicate or path formula
chain of states holds with probability no less than some bound

e ¢,Up, = "o, is true until ¢, becomes and stays true” .
True

So

v = (y>0) U (x>y) holds for this chain ¢ = P,y sl(y>0) U (x=2)]

Intruder Model Redux Negation of Probable Innocence

module crowds launch ->

°© o o [true U (observeO>observel) & done] > 0.5
// Record the apparent sender and deliver
[1 (badObserve & appSender=0) ->

(observe0’=observe0+1l) & (deliver’=true); launch ->
P [true U (observeO>observe9) & done] > 0.5
// Record the apparent sender and deliver

[1 (badobserve & appSender=i15) ->
Erperveils’ aeeEalBel) & (eildves’ == j "The probability of reaching a state in which hostile crowd

endmodule members completed their observations and observed the
true sender (crowd member #0) more often than any of

Every time a hostile crowd member receives a message the other crowd members (#1 ... #9) is greater than 0.5”

from some honest member, he records his observation
(increases the count for that honest member)

Analyzing Multiple Paths with PRISM Size of State Space

@ Use PRISM to automatically compute interesting States
probabilities for chosen finite configurations 15,000,000
@ "Positive”: P(K, > 1)
* Observing the true sender more than once
@ "'False positive”: P(Kio > 1) %/000,000
* Observing a wrong crowd member more than once
@"Confidence”: P(Ki,o <1 | Ky > 1) —
» Observing only the true sender more than once routers

10,000,000

K; = how many times crowd member / was recorded as apparent sender All hostile routers are treated as a single router, selected with probability 1/6




Sender Detection (Multiple Paths)

Sender All configurations satisfy probable
detection innocence
Probability of observing the true
sender increases with the number
of paths observed
... but decreases with the increase
in crowd size

Is this an attack?
Reiter & Rubin: absolutely not
But...

« Can't avoid building new paths

« Hard to prevent attacker from

1/6 of routers are hostile correlating same-sender paths

Probabilistic Fair Exchange

@ Two parties exchange items of value
 Signed commitments (contract signing)
« Signed receipt for an email message (certified email)
« Digital cash for digital goods (e-commerce)

@ Important if parties don't trust each other

» Need assurance that if one does not get what it
wants, the other doesn't get what it wants either

@ Fairness is hard to achieve
¢ Gradual release of verifiable commitments
» Convertible, verifiable signature commitments
¢ Probabilistic notions of fairness

Rabin’s Beacon

@A “beacon” is a trusted party that publicly
broadcasts a randomly chosen number between
1 and N every day

» Michael Rabin. “Transaction protection by beacons”.
Journal of Computer and System Sciences, Dec 1983.

Jan27 Jan28 Jan29 Jan30 Jan31 Feb1

Attacker’s Confidence

Attacker @ "Confidence” = probability of detecting
only the true sender

Confidence grows with crowd size
Maybe this is not so strange
« True sender appears in every path,
others only with small probability
« Once attacker sees somebody twice,
he knows it's the true sender

confidence

Is this an attack?

Large crowds: lower probability to catch
senders but higher confidence that the
caught user is the true sender

1/6 of routers are hostile But what about deniability?

Properties of Fair Exchange Protocols

aié REIHESS

* At each step, the parties have approximately equal
probabilities of obtaining what they want

Optimism
« If both parties are honest, then exchange succeeds
without involving a judge or trusted third party

Timeliness

» If something goes wrong, the honest party does not
have to wait for a long time to find out whether
exchange succeeded or not

Contract

CONTRACT(A, B, future date D, contract terms)

Exchange of commitments must be
concluded by this date




Rabin’s Contract Signing Protocol

sig,”l am committed if 1 is broadcast on day D"

_— >
sigg"T am committed if 7 is broadcast on day D”
<

sig,”I am committed if / is broadcast on day D”
sig”I am committed if / is broadcast on day D"

[
sig,"T am committed if NV is broadcast on day D” -

sig”I am committed if A/ is broadcast on day D"
2N messages are exchanged if both parties are honest

Properties of Rabin’s Protocol

Fair
» The difference between A’s probability to obtain
B’s commitment and B’s probability to obtain A’s
commitment is at most 1/N
— But communication overhead is 2N messages
(:£) Not optimistic
* Need input from third party in every transaction
— Same input for all transactions on a given day sent out as
% a one-way broadcast. Maybe this is not so bad!
¥ Not timely
« If one of the parties stops communicating, the
other does not learn the outcome until day D

o

Probabilistic Fairness

@ Suppose B stops after receiving A’s ith message
B has sig,"committed if 1 is broadcast”,
sig,”“committed if 2 is broadcast”,

sig,“committed if / is broadcast”
e A has sigg”"committed if 7 is broadcast”, ...
sigg”"committed if /-1 is broadcast”
@ ... and beacon broadcasts nhumber 6 on day D
o If b <j, then both A and B are committed
o If b>j, then neither A, nor B is committed
o If b=j, then only A is committed




